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Abstract

In this paper, we deal with the task of sub-event de-
tection in evolving events using posts collected from
the Twitter stream. By representing a sequence of suc-
cessive tweets in a short time interval as a weighted
graph-of-words, we are able to identify the key mo-
ments (sub-events) that compose an event using the con-
cept of graph degeneracy. We then select a tweet to
best describe each sub-event using a simple yet effec-
tive heuristic. We evaluated our approach using human-
generated summaries containing the actual important
sub-events within each event and compare it to two
baseline approaches using several performance metrics
such as DET curves and precision/recall performance.
Extensive experiments on recent sporting event streams
indicate that our approach outperforms the dominant
sub-event detection methods and constructs a human-
readable event summary by aggregating the most repre-
sentative tweets of each sub-event.

1 Introduction
Humans are social by nature and they always seek opportu-
nities for social interaction. This explains why social media
have gained extreme popularity among Internet users in re-
cent years. One of the most representative examples of social
media is Twitter, a microblogging service that was launched
in 2006 and that allows users to publish short messages, the
so-called tweets, which are up to 140 characters long. Most
people use the service to report latest news or to comment
live events (Java et al. 2007). The messages posted by such
kind of users tend to reflect a variety of events as they hap-
pen. The service facilitates the spread of news and allows
users to discuss events as they occur. The events that are dis-
cussed by users vary both in type and in scale. Users may
write posts about local events such as local festivals (Lee
and Sumiya 2010), about political issues such as the upcom-
ing elections (Tumasjan et al. 2010), or about more serious

∗Supported by the EU/Greece funded KRIPIS Action: MEDA
Project with code 448842.
†Supported by the national “COOPERATION 2011” pro-

gramme, project with code 11SYN 1 531 entitled “Informed Real-
Estate Services: Leveraging Web 2.0”.
Copyright c© 2015, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

topics such as the protests that followed the Iranian elec-
tions in 2009 (Kwak et al. 2010). In some cases, news ap-
pear on Twitter faster than in any traditional news media.
For example, it has been reported that disastrous events such
as earthquakes can be detected in real-time by monitoring
tweets (Sakaki, Okazaki, and Matsuo 2010). In addition to
this, the opinions of people that publish messages about an
event could provide perspectives different from the ones that
are communicated by the traditional media.

Twitter can thus serve as a tool for the real-time identifi-
cation of events, a rather challenging task for which several
approaches have been proposed. However, events usually
evolve (e.g., natural disasters, protests, etc.) and therefore,
for most events, there is a set of sub-events nested within
them. Users generate novel data when a new sub-event oc-
curs. The content of the new data is different from the previ-
ous and it represents the current state of the event. Event de-
tection methods are unable to detect new occurrences within
an event as all the occurences share some common vocab-
ulary and the corresponding tweet rates are relatively low.
Hence, novel methods for sub-event detection have to be
proposed.

Users can get information on a topic by using Twitter’s
search interface. However, this service is somewhat ineffi-
cient mainly for three reasons: (1) the large volume of re-
turned tweets which is likely to overwhelm the user, (2)
the redundancy of information between many messages that
share the same textual content and (3) the noisy nature of
Twitter – not only it has been infiltrated by large amount of
spam but its 140-character limitation favors the use of abbre-
viations, irregular expressions and infrequent words leading
to messages that are hard to read or interpret. This hetero-
geneity and daunting scale of the data poses a serious chal-
lenge to anyone who is interested in knowing more about
a highly discussed topic. Summarization can serve as a so-
lution to the problem of organizing and searching through
Twitter’s large corpus. Hence the need for an automated
summarizer that can extract the main information regarding
each sub-event and generate a summary that best describes
the chain of events. Such an automated summarizer could
provide a real-time overview of how these events are un-
folding and could be of valuable help to users.

It has been reported that the volume of tweets reaches high
levels around important moments (Marcus et al. 2011). Most



sub-event detection systems rely on this claim to detect if an
interesting occurrence within the main event took place. In
this paper, we present an alternative sub-event detection al-
gorithm that does not consider the volume of tweets to sig-
nal a key moment but rather the vocabulary of these mes-
sages. Our algorithm can be applied to every type of events.
It is not necessary for the events to have a specific underly-
ing structure. For our experiments, we considered events for
which the start time and duration is known. Specifically, we
used the tweets published during some matches of a foot-
ball competition. The main contribution of our work can be
summarized as follows:

A novel real-time sub-event detection mechanism based
on graph-of-words and graph degeneracy that is able to
more accurately detect important moments of an evolving
event in a totally unsupervised and out-of-the-box manner.

The rest of this paper is organized as follows. Section 2
provides a review of the related work. Section 3 presents
our event summarizer. Section 4 evaluates the proposed ap-
proach and compares it with existing methods. Finally, Sec-
tion 5 concludes the work.

2 Related Work
In this section, we review the related work published in the
areas of event detection and event summarization in Twitter
stream. Since Twitter has restrictions regarding the redistri-
bution of its data, the works mentioned in this section do not
test their methods on a common dataset but rather their own.

2.1 Event Detection in Twitter Stream
Recently, there has been substantial research activity in the
area of event identification in Twitter. Considerable research
efforts have been devoted on the identification of events of
high importance by monitoring the Twitter stream. Math-
ioudakis and Koudas (2010) described a system that detects
an event when a set of keywords appear together at an un-
usual and high rate. Weng and Lee (2011) proposed an event
identification system called EDCoW that applies wavelet
analysis on word frequencies to obtain new features for each
word. Subsequently, it filters away trivial words that have
low signal auto-correlations and it identifies events by clus-
tering the remaining words using a modularity-based graph
partitioning technique. Petrovic et al. (2010) proposed an al-
gorithm where each new document is compared to the previ-
ous ones using locality-sensitive hashing for scalability rea-
sons. Becker et al. (2011) first clustered the input Twitter
stream and then trained a classifier on manually annotated
data using temporal, social, topical and Twitter-specific fea-
tures to distinguish events from non-events. Cataldi et al.
(2010) detected emerging topics in Twitter by creating a di-
rected graph of the emerging terms and locating its strongly
connected components. The emerging terms are identified
by comparing the frequency of each term in a given time
period with the previous ones. Marcus et al. (2011) devel-
oped a system called TwitInfo to visualize and summarize
events on Twitter. The events are detected by identifying
temporal peaks in tweet frequency and are presented to the
user using a timeline-based display that highlights the peaks

of high tweeting activity. Valkanas and Gunopoulos (2013)
presented a system that clusters users according to their ge-
ographical location and then monitors the emotional state of
each group of users – when there is a sudden change in a
group’s emotional state, the system signals an event.

2.2 Event Summarization in Twitter Stream
The systems that were previously described show evidence
of the potential of Twitter for event detection. However,
given a scheduled event, is it possible to identify its key
moments using Twitter? The detection of the important mo-
ments of an event is a topic that has not yet received much
attention by the research community. It usually consists of
two stages: (1) the detection of the important moments or
sub-events of an event and (2) the generation of a summary
giving details about the sub-event. Chakrabarti and Punera
(2011) developed one of the first sub-event detection sys-
tems. The authors used posts from Twitter in order to gener-
ate summaries of American football games. Their algorithm
learns the underlying structure and vocabulary of a football
game using a modified HMM. However, their algorithm is
applicable only to recurring events as the HMM must be
trained on similar events to reach high performance stan-
dards and it is not effective on previously unseen types of
events. Nichols et al. (2012) focused on summarizing World
Cup football matches, detecting a sub-event when the vol-
ume of status updates exceeds a threshold value. This value
is computed offline from basic statistics of the set of all
slopes for that match. The authors also presented an online
approach where the threshold is computed using a sliding
window. The summary consists of a number of sentences
that are extracted from the phrase graph introduced by Shar-
ifi et al. (2010b) using various weighting schemes. Zubiaga
et al. (2012) explored the real-time summarization of Copa
America football matches, considering that a sub-event oc-
curred if the tweeting rate in a time frame was above 90%
of the previous rates. To produce a summary, the system
weights the terms using the Kullback-Leibler divergence and
then the tweets based on the weights of their terms and
chooses the tweet with the highest weight. Zhao et al. (2011)
used the tweet rate to detect sub-events in American foot-
ball games, using a sliding window that they divide into two
sub-windows. If the fraction between the tweeting rates of
the two sub-windows exceeds a threshold, a potential sub-
event is detected. Afterwards, a lexicon-based recognition
method is employed to label the sub-event as game-related
or filter it out in case it is a random sub-event. Shen et
al. (2013) experimented with NBA matches and a confer-
ence event, clustering the tweets based on the entity they
referred to. The authors employ a mixture model approach
for sub-event detection that they train using EM. They apply
this sub-event detection approach to each cluster to identify
the important sub-events associated with their correspond-
ing entities. They then merge these sub-events to identify
all the important moments of the event. To generate a sum-
mary, the authors use the TF-IDF-based approach proposed
by Sharifi et al. (2010a) to extract a representative tweet for
each important moment. Finally, Chierichetti et al. (2014)
presented a system that detects important moments within



an event by using non-textual features of the tweeting pat-
tern. The authors used tweets posted during the 2010 FIFA
World Cup as their main dataset, and they trained a logistic
regression classifier which uses only tweet and retweet rates
as its features. The authors did not provide any methods for
generating a summary of the detected moments.

3 Event Summarizer
In our work, we developed a system capable of generating
real-time summaries of scheduled events using status up-
dates collected from the Twitter stream – by real-time we
mean that a sub-event is identified as it occurs. The proposed
system takes as input a set of tweets from the stream and out-
puts a summary of the event composed of selected tweets if
any sub-event has been detected. It is a 3-step process: (1)
feature extraction, (2) sub-event detection and (3) tweet se-
lection as illustrated in Figure 1 below.

Feature 
Extraction

Sub-Event 
Detection

Tweet 
Selection

Event 
Summary

Twitter 
Stream

Figure 1: Overview of our proposed real-time sub-event de-
tection and summarization system.

3.1 Feature Extraction
The first module extracts all the unique terms appearing in
the set of tweets and assign them weights. These weights are
used in the next two modules to decide if a sub-event has oc-
curred and if so, what should be the summary produced for
that sub-event. Therefore, the weighting scheme is of crucial
importance to the system’s functioning.

Graph-of-words We chose to represent the input set of
tweets as a graph-of-words, following earlier approaches in
keyword extraction and summarization (Erkan and Radev
2004; Mihalcea and Tarau 2004) and more recent ones in ad
hoc IR (Blanco and Lioma 2012; Rousseau and Vazirgiannis
2013). We refer to the work of Blanco and Lioma (2012) for
an in-depth review of the graph representation of texts.

The construction of the graph is preceded by a preprocess-
ing phase where standard text processing tasks such as tok-
enization, stopword, punctuation and special character re-
moval, and stemming are performed. Tweets with less than
two tokens are also eliminated. Consequently, each remain-
ing tweet consists of a multiset of unique terms and all the
terms from all the tweets from the input set constitute the
vertices of the graph-of-words. If two terms co-occur in any

tweet of the input set, an edge is drawn between the two as-
sociated nodes. Therefore, a tweet can be seen as a fully-
connected “subgraph-of-words”. As opposed to previous
works, the graph corresponds to a set of documents, not just
one, and we do not use any sliding window of co-occurrence
within a document to decide whether or not to add an edge,
mainly because the size of a tweet is limited to 140 char-
acters as opposed to Web pages (Blanco and Lioma 2012;
Rousseau and Vazirgiannis 2013) for instance.

Regarding the edge weights, these are determined by the
number of unique terms in each tweet. Consider the follow-
ing tweet “good goal by neymar”, then we want to represent
it as a subgraph where each node has degree 1 (for reasons
that will become clear in 3.1). Since it is fully connected,
the degree of each unique term needs to be shared among
all its adjacent edges that correspond to co-occurrences with
the other unique terms of the tweet. If we consider that each
co-occurrence is equally important, each edge of the sub-
graph should have a weight of 1

n−1 where n is the number of
unique terms in the tweet (= 1/3 in the example). The sub-
graph is then inserted in the graph-of-words, incrementing
the edge weight by its weight in the subgraph if it already ex-
ists. For instance, assuming we then consider another tweet
“goal! neymar scores for brazil”, then the weight of the edge
“goal–neymar” would be increased from 1/3 to 1/3 + 1/4.

Given the following additional two tweets “watching the
game tonight” and “goal !!! neymar scores again”, the re-
sulting graph-of-words is illustrated on Figure 2 below.

watching

game

tonight

good

goal

neymar

scores

again

for

brazil 1-core

1.17-core

the

by

Figure 2: A graph-of-words built from 4 tweets and its k-
core decomposition.

Once we have built a graph-of-words from the set of
tweets, we can extract term weights using the graph degen-
eracy concept introduced next.

Graph degeneracy The idea of a k-degenerate graph
comes from the work of Bollobs (1978, page 222) that was
further extended by Seidman (1983) into the notion of a k-



core, which explains the use of degeneracy as an alternative
denomination for k-core in the literature. Henceforth, we
will be using the two terms interchangeably. Briefly, the k-
core of a graph corresponds to the maximal connected sub-
graph whose vertices are at least of degree k within the sub-
graph. It naturally follows a decomposition of the graph into
nested k-core of increasing cohesion (k), from the 0-core
(the whole graph) to the kmax-core (the main core).

In weighted undirected graphs, the degree of a node is de-
fined as the sum of the weights of its adjacent edges. Thanks
to Batagelj and Zavernik (2002), the k-core decomposition
of a weighted graph can be computed in linearithmic time
(O(n + m log n)) and linear space (O(n)) where n is the
number of nodes andm the number of edges. The core num-
ber of a vertex is defined as the largest k for which the ver-
tex belongs to the k-core. Intuitively, the core number is a
more robust version of the node degree (Baur et al. 2007)
and corresponds to how cohesive the node’s neighborhood
is. Figure 2 shows the k-core decomposition for the graph-
of-words previously discussed.

Core number as term weight We extracted the k-cores
from the weighted graph-of-words previously introduced
and assign to each term the core number of its associated
node as weight. We assumed that when a sub-event oc-
curred in the time span corresponding to the input set of
tweets, users would post messages containing information
about that sub-event using the same set of terms, thus in-
creasing the edge weights and the core numbers of these
terms. Conversely, if nothing important happened, people
would post “random” tweets without significant overlap in
their vocabulary leading to low core numbers in the graph-
of-words, ideally of 1. For example, in Figure 2, the terms of
the “non-informative” tweet (“watching second game of the
evening”) belong to the lowest core while terms relevant to
the sub-event (“goal”, “scores”, “neymar”, “brazil”) belong
to a higher core.

We decided to consider each tweet (“subgraph-of-words”)
as a 1-core so that all tweets are equally treated indepen-
dently of their number of terms. Had we set the weights of all
the edges to a specific value, posts consisting of many terms
would have been favored as they would belong to a higher
core compared to posts with less terms. Hence, a node de-
gree set to 1 as presented in 3.1 guarantees that every tweet
is in the 1-core. That way, for a node to move from the 1-
core to a deeper core in the overall graph-of-words, it needs
to appear in multiple tweets with the same neighbors.

3.2 Sub-Event Detection
The second module aims at detecting sub-events based on
either the tweeting rate like in related works or the “tweeting
weight” like in our proposed approach.

Detection based on tweeting rate Previous research
works (Shamma, Kennedy, and Churchill 2011; Marcus et
al. 2011; Sankaranarayanan et al. 2009) showed that a sharp
increase in the volume of status updates in Twitter indicates
that something important (i.e. an event) has occurred. Sev-
eral systems rely on this observation to identify emerging
topics on Twitter in real-time. The effectiveness of these post
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Figure 3: Tweeting rate for a football match, ground truth
sub-events (red dots) and falsely detected sub-events (black
diamonds and above dashed black line).

rate based methods in detecting events of high importance
has been experimentally verified. Specifically, a wide variety
of events ranging from celebrity deaths to plague outbreaks
have been detected using this approach.

The above detection method has also been widely adopted
for detecting important moments within an event. However,
there are some subtle differences between the two types of
event detection. First of all, in the case of event detection,
our input is the whole Twitter stream and when a significant
event occurs, due to the large number of users, the increase
in the volume of tweets is clearly visible. Conversely, in the
case of sub-event detection, the event that we are interested
in is not as significant as the breaking news and its audience
is limited only to people that are interested or participate in
it. Therefore, the peaks in the histogram of tweeting rates are
not always as high, hindering the task of sub-event detection.
In addition, in the first case, the goal is to detect a standalone
event that attracts user’s attention, while in the second, there
are many events in a short time span that must be detected.

To confirm our intuition, we investigated for a number
of football matches if the ground truth sub-events all corre-
sponded to large spikes in the volume of tweets. The result
for the 2014 World Cup quarter-final match between Ger-
many and France is shown in Figure 3. We notice that over
the course of the match, the volume of status updates fluctu-
ates. In general, the more important a sub-event is, the more
users are likely to tweet about it almost immediately. For ex-
ample, in a football match, there are some major sub-events
such as goals and red cards where the tweeting rate skyrock-
ets. Conversely, minor sub-events such as yellow cards and
goalkeeper saves do not result in a high tweeting activity.
Such a relatively low tweeting activity can also emerge from
“random” tweets. It may happen as well that in a specific
time frame people posted more tweets than usual and their
increased activity was falsely detected as an important mo-
ment. The red dots in Figure 3 indicate the ground-truth sub-
events and the black diamonds falsely detected sub-events



based on the tweeting rate. We see that they overlap as re-
ported in related works but not completely, impacting both
the precision and recall as we will see in the experiments.

Detection based on tweeting weight We assumed that if a
sub-event occurred, users are likely to use terms from a spe-
cific vocabulary to describe it. For example, in the case of
a save in a football match, messages in Twitter will contain
with high frequency terms such as ”save”, ”miss”, ”goal-
keeper”, the name of the goalkeeper and the name of the
player that missed the attempt. We thus introduce a sub-
event detection approach that relies on the frequency of
the used terms. Instead of examining the volume of tweets,
we examine the weights of the terms as determined by the
weighting mechanism described earlier. If there is a sharp
increase in them, we report the occurrence of a sub-event
regardless of the number of tweets.

Each graph-of-words corresponds to a set of successive
tweets within an interval of the stream. We set this interval
to 60 seconds as in football matches, it is rather unlikely
for two separate events to occur within the 60 seconds win-
dow and in case this happens, we observed that all the events
can be described with a single tweet (e.g., foul followed
by a red card). Thus, every 60 seconds our system builds a
weighted graph-of-words using the tweets that were posted
during that period. Figure 4 depicts a subgraph of the graph-
of-the-words that was created when Germany scored in the
2014 FIFA World Cup final consisting only of the 8 terms
belonging to the top 4 cores.

score

goal

win

argentina
germani

mario

gotz

final

1.78

62.66-core

49.54-core

44.27-core

39.57-core

Figure 4: Four highest cores of the graph-of-words generated
after Germany’s goal in the 2014 FIFA World Cup final.

In preliminary experiments, we used an absolute thresh-
old to detect important moments. Specifically, if the sum of
the core numbers of the d terms belonging to the highest
cores exceeded the threshold, the system signaled the oc-
currence of a sub-event. However, we observed that people

often keep commenting on sub-events long after they have
happened. Due to the use of common vocabulary, the core
numbers of some terms corresponding to these sub-events
remain high and we could detect the same sub-event mul-
tiple times. Hence, we decided to compare the sum of the
core numbers of the d terms belonging to the highest cores
with the average sum over the last p time periods. This way,
the system estimates people’s tweeting activity on a topic
and only if their focused activity has increased, it signals the
occurrence of a (new) sub-event.

More formally, the system considers that an important
moment occurred when the sum of the core numbers of the
d terms belonging to the highest cores for the current time
period increases by at least a predefined threshold θ from
the average sum over the last p time periods. Thus, if cti is
the core number of vertex i (sorted in descending core num-
ber) at time period t, we consider that an important moment
occurred at a time period t if:

d∑
i=1

cti > θ × 1

p

t−1∑
j=t−p

d∑
i=1

cji (1)

The threshold can be interpreted as a parameter that mea-
sures how much more people comment on a specific topic
compared to the previous time frames. For instance, for a
threshold of 1.3 (θ), if people start using the same top 10
(d) terms of highest core number 40% more than in the past
10 (p) minutes then it probably means that a new sub-event
occurred. Until 30%, either nothing is still happening or the
same sub-event is still discussed.

We only take into account a fixed subset of the core num-
bers (the top d) to prevent the detection from being biased
towards time intervals with high tweeting activity. More
specifically, the sum of the core numbers depends on the
number of vertices in the graph and also on the number of
tweets that were posted in the time interval. The core number
of each unique term in the graph is at least 1 and therefore,
the more tweets that are posted, the greater the probability
that new terms appear in the graph, increasing the total sum
of core numbers (in the extreme case, imagine thousands of
unique terms that would artificially increase the overall sum
by 1 each). In our experiments we used d = 10, assuming
that 10 unique terms were enough keywords to give an ac-
curate and unique description of a sub-event. We also set the
number of past periods considered p to 10 since for a foot-
ball event specifically, some people continue discussing a
sub-event for 10 minutes after its occurrence. Note that this
does not prevent the system from detecting a new sub-event
as its vocabulary will be different.

With regards to other sub-event detection methods that
can be found in the literature, the outliers sub-event detec-
tion method proposed in (Zubiaga et al. 2012) would not be
a good candidate for identifying interesting occurrences in
our case. The method recognizes a sub-event if the tweeting
rate is above at least 90% of the tweeting rates of the previ-
ous periods. Figure 3, as aforementioned, shows the tweet-
ing rates of the 2014 FIFA World Cup quarter-final match
between Germany and France along with the ground-truth
sub-events. The dashed line represents the threshold of the



method used in (Zubiaga et al. 2012). The time frames with
tweeting rate above the line are recognized as sub-events,
while the ones under the line do not. As we can see, the
outliers method would falsely detect a large number of time
periods at the end of the match as sub-events while it would
fail to detect several sub-events in the middle of the match.

3.3 Tweet Selection
The final component of the summarization system is only
activated if a sub-event has been detected by the sub-event
detection mechanism. Its task is to select the tweet that best
describes the sub-event. From all the tweets that were posted
in the previous 60 seconds, it extracts the tweet that contains
the main information about the sub-event. For that purpose,
we scored each tweet in the time period with the sum of
its term weights (core numbers in the graph-of-words in our
case). Indeed, if the weight of a term is high, the term is
very likely to be related to the sub-event. In other words,
the higher the weight of a term, the more representative the
term of the interesting occurrence in the event. We choose
the tweet with the highest score to serve as the textual de-
scription of the sub-event. Our tweet selection mechanism
favors posts consisting of a large number of terms whose
sum of weights is likely to be greater compared to posts con-
sisting only of a few terms. However, the length of a mes-
sage is already limited and we also observed empirically that
large posts provide more accurate descriptions of the events.

4 Experiments and Evaluation
In this section, we first describe the dataset that we used for
our experiments and the preprocessing steps we followed.
We next give a description of the approaches against which
we compared our method, as well as details about the an-
notation process. We last report on the performance of our
algorithm and we provide arguments to why our approach
can also detect other kinds of events.

4.1 Data Description
The dataset that was used to evaluate the effectiveness of our
method contains tweets from several football matches that
took place during the 2014 FIFA World Cup in Brazil, be-
tween the 12th of June and the 13th of July 2014 and were
collected using the Twitter Streaming API1. Since our ap-
proach is used for sub-event detection, each match was con-
sidered as a standalone event. The dataset contains several
millions of tweets with an average of 685, 232 tweets per
match and an average tweet rate per minute of 5, 162 (the
distribution is left-skewed since matches closer to the final
have a much larger volume of tweets than the initial ones).

Although the initial dataset consisted of exactly 30
matches, we discarded 10 of them due to missing tweets for
several time periods. Since, as we discuss later, the evalua-
tion process is a rather daunting task, we randomly picked
11 out of the 20 remaining matches for our experiments. Ta-
ble 1 shows statistics of the matches that were used for the
evaluation. We can see that the volume of tweets of the 11

1https://dev.twitter.com/streaming/overview

Match # sub-events # tweets
Germany vs. Argentina 8 1, 907, 999

Argentina vs. Belgium 7 1, 355, 472

France vs. Germany 6 1, 321, 781

Honduras vs. Switzerland 7 168, 519

Greece vs. Ivory Coast 10 251, 420

Croatia vs. Mexico 11 600, 776

Cameroon vs. Brazil 11 532, 756

Netherlands vs. Chile 7 301, 067

Australia vs. Spain 9 252, 086

Germany vs. Ghana 8 718, 709

Australia vs. Netherlands 11 126, 971

All Matches 95 7, 537, 556

Table 1: Summary of the eleven 2014 FIFA World Cup
matches that were used in our experiments.

matches varies a lot, which makes the dataset ideal for test-
ing various approaches, since the algorithms will have to be
robust and run effectively on any type of matches, active or
not in terms of tweeting activity. The matches contain a to-
tal of 95 sub-events considering the definition of section 4.4.
Additionally, we tested our approach on two matches from
the 2010 FIFA World Cup that are described in (Nichols,
Mahmud, and Drews 2012), using the exact same dataset
(the tweet ids were kindly provided by the author). For the
third match that was evaluated in that paper, we did not pos-
sess a full set of tweets and was therefore excluded from the
evaluation.

4.2 Data Preprocessing
All social media including Twitter are very sensitive to acts
such as spamming, trolling and flaming that lead to very
noisy datasets, which are then hard to process. In addition,
the performance of the sub-event detection and summariza-
tion algorithms may be largely affected by such kind of
posts. As a result, the preprocessing step is a crucial task
and should be considered carefully. In this subsection, we
give details about the preprocessing steps that we followed.
Since, for our experiments, we fed the data to our system in
a streaming fashion, these steps were applied to the set of
tweets included in 60 seconds temporal intervals.

The first step of the preprocessing task is to remove all the
retweets contained in the data. We removed them in an auto-
mated manner as it became obvious from early experiments
that retweets increase (1) the delay of the event detection
mechanism and (2) the quantity of noise since it is not rare
for a retweet to go ‘viral’; overshadowing the effect of all the
other posts. In addition, we observed that some users instead
of using the retweet mechanism provided by Twitter, copied
the contents of a post creating a new duplicate tweet. Such
posts have the same effects as retweets and were removed.
Besides retweets, we also removed answers to specific users
by removing any tweet that contains the character ”@” as in
most cases they are not relevant to the event under consid-
eration. In addition, it was observed that tweets containing
URLs usually do not contain much textual information as
the main information is provided by the web source the URL



links to and in many cases, such tweets turn out to be spam
messages (Dong et al. 2010). Therefore, we decided to elim-
inate them as well. Note also that we considered only En-
glish tweets by filtering the stream using the language field
provided by Twitter along with the jlang2 library for lan-
guage detection since the language information provided by
Twitter is not totally reliable. The remaining posts constitute
the input set of tweets we discussed in Section 3.

4.3 Considered Approaches
The event summarizer illustrated in Figure 1 consists of 3
components: (1) a feature extraction module responsible for
the term weighting scheme; (2) a sub-event detection mech-
anism to identify the occurrence of a sub-event based on ei-
ther the tweeting rate or the tweeting weight; and (3) a tweet
selection part to elect the most representative tweet based on
a tweet score.

In the literature (Zubiaga et al. 2012; Nichols, Mahmud,
and Drews 2012; Zhao et al. 2011; Shen et al. 2013), the
baseline usually considered a sub-event detection based on
the tweeting rate (Rate) and a tweet score based on term fre-
quencies (Freq). In our work, we propose a sub-event de-
tection based on the tweeting weight (Weight) and a term
weight/tweet score based on core numbers in a graph-of-
words (Core). It results the four following approaches:

• Rate–Freq: the common baseline.

• Weight–Core: our approach described in Section 3.

• Weight–Freq: a baseline similar to our approach but that
uses the raw term frequencies instead of the core numbers
for sub-event detection and tweet selection.

• Rate–Core: an alternative approach that only uses the core
numbers for tweet selection.

4.4 Ground-Truth Sub-Events
In this subsection we briefly describe the steps taken in or-
der to annotate the matches used in our experiments. The
actual sub-events for each match and their respective sum-
maries were collected on ESPN FC3, a football website that
provided live coverage of the matches during the compe-
tition. For our experiments, we considered the same key
event types as Nichols et al. (2012): goals, disallowed goals,
match starts and stops, red and yellow cards, half-time
breaks and penalties. Other events like missed attempts or
fouls were not considered as they either depend on the sub-
jective opinion of the person who wrote the summary or they
were not described in a unique way that could automate the
mining process from the ESPN FC website.

Our proposed approach and the three other approaches all
output a set of tweets they consider a good summary of the
match. The number of tweets that the four approaches out-
put depends on a threshold. In order to evaluate the four ap-
proaches, we set this threshold to a value such that every
time period of 60 seconds, a representative tweet was se-
lected and added to the summary. We then had human edi-

2https://github.com/melix/jlangdetect
3http://www.espnfc.com/fifa-world-cup/4/scores

tors manually annotate every tweet contained in these sum-
maries. For matches that did not go to extra time, this corre-
sponds to 130 tweets for each approach. These tweets were
matched with the happenings in the match. Specifically,
tweets that describe the key event types and were posted
within a few minutes after the event took place were la-
beled as related to the event. Tweets describing other events
common in football matches such as injuries, substitutions
or missed attempts, which are not included in our eight key
event types, were not taken into consideration for the eval-
uation of the approaches because they provide useful infor-
mation about the match and in fact, we want them to be in-
cluded in the summary. The remaining tweets were labeled
as not useful. Although these tweets are related to the match
under consideration, they do not provide any substantial in-
formation about it.

4.5 Experimental Results
In this subsection, we present the obtained results on the
2010 and 2014 FIFA World Cup datasets using various eval-
uation metrics.

Evaluation Metrics Because this is mainly a detection
task, we used the standard we used the standard metrics
that are precision, recall and F1-score. We considered a sub-
event as positive if it was detected by the approach, negative
otherwise. Therefore, a true positive (tp) corresponds to a
key event that was detected as a sub-event, a true negative
(tn) to a non-key event that was not detected as a sub-event,
a false positive (fp) to a non-key event that was detected as a
sub-event and a false negative (fn) to a key event not detected
as a sub-event. We ran the evaluation over all eleven games
using both micro- and macro-averages. Macro-average F1-
score corresponds to the arithmetic mean of F1-scores over
the set of matches while micro-average F1-score to the har-
monic mean of precision and recall computed over all the
per-interval decisions. Statistical significance of improve-
ment over the Rate–Freq baseline was assessed using the
sign test for micro results and the Student’s t-test for macro
results (p < 0.05) (Yang and Liu 1999).

In addition, since both our algorithm and the baselines use
a threshold to perform the detection, a single point of oper-
ation is not sufficient to describe the system’s performance
and in order to get a greater insight into the effectiveness
of the four approaches, we plotted a Detection Error Trade-
off (DET) graph. The DET curve (Martin et al. 1997) is a
ROC curve variant that plots the missed detection probabil-
ity (pmiss = fn/(tp+fn)) versus the false alarm probability
(pfa = fp/(tn+fp)) for various system operating points. The
system is considered to perform best at operating points that
are closer to the lower-left of the graph (i.e. lower error prob-
abilities). Regarding the overall performance, the area under
the curve should be minimal.

Results for 2014 FIFA World Cup In Figure 5, we
plot the micro-average DET curves comparing the pro-
posed approaches to the baseline methods. It is clear that
our approaches (Weight–Core and Rate–Core) outperform
the baselines over the whole set of operating points. We
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Figure 5: Micro-average DET curves over the eleven
matches for all considered approaches.

Method Micro-average Macro-average (std)
F1-score F1-score

Weight–Core 0.68∗ 0.72∗ (0.12)
Rate–Core 0.61∗ 0.63 (0.20)

Weight–Freq 0.61 0.64 (0.20)
Rate–Freq 0.54 0.60 (0.25)

Table 2: Micro- and macro-average F1-scores over the
eleven matches for all considered approaches.

also tried to find the threshold values for which each ap-
proach maximizes its performance and we discovered that
all the four approaches perform best at threshold value 1.3,
which corresponds to either 30% more tweets (Rate–* ap-
proaches) or 30% more cumulative weight (Weight–* ap-
proaches). Similar results were observed for macro-average
DET curves but are not included for space constraints.

Our next step was to compare the four systems in terms
of detection effectiveness at that optimal threshold. Table 2
illustrates the micro- and macro-average F1-scores of the
four methods over the eleven matches. Bold font indicates
the best results and * statistically significant improvement
over the Rate–Freq baseline. Weight–Core managed to de-
tect events that could not be detected by the other methods,
especially at that scale (7, 500, 000 tweets) and to avoid the
detection of periods without any occurrence of important
moments, leading to better F1-scores. Note that Rate–Core
and Weight–Freq yield to similar results, showing that it is
the combination of tweeting weight and degeneracy-based
term weighting that can achieve superior effectiveness.

Which key events are tweeted? To get an idea of which
key event types are considered most important by Twitter
users, we computed the number of times that each key event
was detected by our system and compared it to the total num-
ber of the key events in the eleven matches. The results are
shown in Table 3. Our algorithm can almost accurately iden-
tify goals, penalties, match ends and half times. It is rather

Event type # actual # detected
events events

Goal 32 30
Penalty 2 2

Red Card 1 0
Yellow Card 27 14
Match Start 11 8
Match End 11 11
Half Time 11 10

Table 3: Key event types, their actual numbers and detected
numbers by Weight–Core over the eleven matches. No dis-
allowed goals were scored in any match.

surprising that our system did not manage to detect the one
red card that was issued in the eleven matches. This red card
was issued during Croatia vs. Mexico, which happens to be
also the match that the two goals that our algorithm did not
detect were scored. We decided to investigate this perfor-
mance drop and we found that due to the fact that this match
occurred at the same time as Cameroon vs. Brazil did, sev-
eral tweets reported events of the later, adding noise to the
dataset. Note also that the detection of match starts is not as
accurate as the detection of half times and match ends. This
may be due to the fact that our system started the process of
the Twitter messages only five minutes before the start of the
matches. Furthermore, the system failed to detect the yellow
cards consistently and this may be due to the fact that yel-
low cards are not of significant impact for the outcome of a
match. Thus, they are of lesser interest to the users in con-
trast to other event types such as goals for which users are
very willing to update their statuses.

Results for 2010 FIFA World Cup Using the same
threshold value of 1.3, the proposed system was further eval-
uated on the dataset containing tweets from two matches of
the 2010 World Cup that were used in (Nichols, Mahmud,
and Drews 2012) and the comparative results are shown in
Table 4. It is clear that the degeneracy-based approach yields
to better results in both matches. There is also an appre-
ciable difference in precision and recall between these two
matches and the eleven matches from the 2014 World Cup.
Specifically, in these matches, both precision and recall are
much higher than in the other matches. This is due to the
fact that the tweeting rate histogram is much smoother for
these matches compared to the previous ones as can be seen
if one compares the tweeting rate curve from Figure 3 with
the curve in (Nichols, Mahmud, and Drews 2012). These
matches also contained less tweets than the 2014 matches
because Twitter was perhaps not as popular in 2010 for com-
menting football matches. The interesting thing is that al-
though the number of users and tweets have increased, the
noise has also increased requiring much more sophisticated
algorithms in order to successfully retrieve information. In
the 2010 dataset, most of the key event types that we are
interested in cause large increases in the tweet volume and
are quite easy to detect, which seems to be no longer the
case in 2014. This also shows something about the quality
of the users. The fact that Twitter can now be considered as
a “mainstream” social media has attracted a lot of users that



Match
# actual (Nichols, Mahmud, and Drews 2012) Weight–Core

events # detected Recall Precision F1-score # detected Recall Precision F1-scoreevents events
USA vs. Slovenia 13 8 0.62 0.89 0.73 13 1.00 0.87 0.93

Germany vs. Serbia 16 11 0.69 0.92 0.79 13 0.81 0.87 0.84

Table 4: Precision and recall for the two 2010 FIFA World Cup matches used in (Nichols, Mahmud, and Drews 2012).

Time Our Summary ESPN FC
8’ Goal!!!! Argentina!!

After eight minutes
Argentina lead Bel-
gium by 1-0 scored by
Higuain

Goal! Argentina 1,
Belgium 0. Gonzalo
Higuain (Argentina)
right footed shot from
the centre of the box to
the bottom left corner.

45+2’ HT: Argentina 1-0
Belgium. Fantastic
goal by Higuain gives
Argentina the slight
lead over the red devils.

First Half ends, Ar-
gentina 1, Belgium 0.

52’ 52m - Belgium’s Eden
Hazard with the first
yellow card of the game

Eden Hazard (Belgium)
is shown the yellow
card for a bad foul.

75’ Argentina 1 - 0 Bel-
gium — Biglia booked
a yellow card. Mean-
while, Chadli on for
Eden Hazard.

Lucas Biglia (Ar-
gentina) is shown the
yellow card for a bad
foul.

90+5’ Well at least that goal
makes them advance
to the semi finals. Ar-
gentina gets the ticket
to advance and Bel-
gium goes home.

Match ends, Argentina
1, Belgium 0.

Table 5: Summary of the Argentina vs. Belgium match gen-
erated automatically using Weight–Core and manually by a
journalist from ESPN FC.

for their own reasons misuse the hashtags and talk about ir-
relevant things within the topic of the matches, adding noise
to the dataset, whereas in the past, the posts were more fo-
cused on the match itself and as a result, the spikes were ac-
tually indicative of the match’s important moments, as can
be seen from the comparison of the achieved precisions be-
tween the two datasets.

Generated summaries Regarding the summaries that are
generated by our system, Table 5 compares some sample
summaries generated by our system with the ones created
by humans for the ESPN website. It is obvious that the sim-
ple method that we employed for summarization gives very
informative and concise descriptions of the sub-events. Of
course, this is true for the case of football matches, while
more complex techniques may be required if the sub-event
cannot be described by a single tweet which is at most 140
characters long. The time that is given in the table is the
minute in the match in which the sub-event occurred and
not the detection time. The system has an average delay of
90 seconds which drops significantly if one lowers the time

interval parameter. The delay was measured using only sub-
events that occurred during the first half of the match and
assuming that the match started exactly at the time it was
scheduled to start. For the second half, since the exact dura-
tion of the half time and the delays at the end of the first half
are not precisely known, we cannot measure the delay with
absolute certainty. In any case, the advantage of a sub-event
detection system based on the social media is profound as it
allows live tracking of events which is not feasible by using
other sources where the information may be available hours
after the sub-event took place.

4.6 Application to Other Types of Events
Our sub-event detection and summarization algorithms have
been designed to generate summaries for any type of evolv-
ing event. Our system does not rely on any external knowl-
edge about the event under consideration and it can be
straightforwardly applied to other kinds of events. During
the evaluation process, the system was not aware of the
dataset’s context. The only thing that it expects in the in-
put is a stream of tweets. When dealing with other kinds
of events, a parameter that should be set after careful con-
sideration is the time interval. The value of this parameter
depends on the event under consideration. In the case of
football matches, given their small duration and continuous
game-flow, we decided to use time periods of 60 seconds.
For other not so rapidly evolving events, this parameter is
likely to be set to higher values since small intervals would
lead to unnecessary computations. A system could adapt by
starting with a small interval and then dynamically increase
it until a certain events-interval ratio is achieved and possible
relations between the time interval and the tweet rate could
also be investigated. Besides the 2010 and 2014 FIFA World
Cups, we tested our system on a dataset containing tweets
from the protests that took place in Turkey in June 2013.
We do not have any ground-truth to evaluate our system’s
performance, but manually looking at the set of positives we
observed that most of them provided substantial information
about the event.

5 Conclusion
In this paper, we dealt with the problem of generating real-
time summaries of events using only messages from Twitter
as our source. We proposed an approach based on the con-
cept of graph degeneracy applied on the graph-of-words that
is constructed from the terms contained in the posts. Our al-
gorithm exploits the fact that the vocabulary of tweets gets
more specific when something important happens within an
event as many people feel the need to post messages about
it. The experiments that we conducted on football matches



from the 2010 and 2014 FIFA World Cups showed that
our proposed approach clearly outperforms the baselines on
the sub-event detection task, and also produces good sum-
maries. In addition, our algorithm managed to detect the
majority of the key sub-events during each match and it is
our belief that a person can get a great idea of what hap-
pened during each event by solely reading the produced
summaries.
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Zubiaga, A.; Spina, D.; Amigó, E.; and Gonzalo, J. 2012.
Towards Real-time Summarization of Scheduled Events from
Twitter Streams. In Proc. HT, 319–320.


